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Does interacting with other users benefit the overall experience?



Executive Summary

We conducted contextual interviews with four participants experienced with AI tools to understand how 
interacting with others on an AI bias reporting platform impacts their engagement and likelihood to 
return. Key findings revealed that users feel more validated and encouraged to report AI biases when 
sharing with a community rather than alone. Viewing others' posts allows users to gain new 
perspectives on types of biases and strategies to identify them.

However, users desire more in-depth educational content, enhanced interaction features like upvoting 
and following expert users, and robust moderation to keep discussions constructive. Inefficient 
navigation and sorting suggest a broader need for an intuitive UX, improved content discovery, regular 
educational updates, and incentives for active users to compel people to visit the platform regularly as 
the AI landscape evolves.



Research Methods Review
For our contextual interviews, we found four participants who have 

experience with using AI tools. Out of the four participants, three 
experienced AI bias before and one reported AI biases before.

Our goals for the interview were to understand how interacting with other 
users on an AI reporting platform would impact their engagement on the 

platform and whether they would use the platform again.

For our contextual interview, we started with a directed storytelling activity 
to find out more about their experience generating AI bias reports if they 

have experience doing so. Next, we performed an in-depth contextual 
inquiry activity by asking a user to generate an AI bias report while finding 

ways to interact with other users’ posts. This allowed us to see how the 
participant navigated through the platform to find posts and whether the 

action of interacting with other users’ posts benefited their experience.  

 Directed Storytelling

Before we begin, I’d love to 
understand more about 
your previous experience 
about generating a report 
about AI bias. Would you be 
keen to share more?

 

Contextual Inquiry

Instead of just going through 
the process of creating an 
audit of an AI bias, we would 
like you to try and look for 
other user’s posts when you 
can.

 

Affinity Diagram



Insights



Insight 1

People value not feeling like they alone when participating in GenAI bias auditing. User 
research revealed that people feel more validated when reporting findings when it is posted 
to a community of people who are also reporting their own findings. 

It was also found that people approach GenAi bias auditing in a more positive manner when 
posting to a community. Users felt as though community building encouraged them to 
report more findings from the platform as compared to if they were unable to share their 
posts to others.

Users are more likely to use TAIGA when there is a sense of community



Insight 2

User research showed that in many cases, by being able to view other people’s posts and 
findings, users are able to learn new perspectives of what kinds of AI biases there are. Users 
reporting that they saw posts on certain types of biases that they had never seen before, 
and was only able to learn about them by seeing other people’s posts. Users were able also 
see what strategies and methodologies other people used, and were able to note them and 
implement them as well going forward.

When posting to a social platform, users are able to learn new 
perspectives and methodologies in GenAI bias auditing.



Insight 3

Users indicated preference for educational contents over generic contents, and there's a 
noted dissatisfaction with the surface-level discussions, which points to a demand for more 
substantive posts that will lead to more comprehensive and deeper understanding of GenAI 
biases. Possible implications will be implementing new features that gives random chosen 
words to generate images and let users identify if there exhibit any bias, therefore enable 
new insights outside of the box.

Users expressed demands for quality contents that are more 
in-depth and educational.



Insight 4

There’s a clear call for TAIGA to have features that support stronger user interaction and 
engagement. Preferred implication includes developing and incorporating features such as 
upvoting, downvoting, and following expert users to increase interactive learning. Alongside 
this users also raised the need for strong moderation and reporting tools to ensure that the 
environment remains respectful, inclusive, therefore conductive to their sense of safety and 
foster constructive users’ discourse. 

Users are looking for enhanced user interaction and moderation for 
the platform.



Insight 5

While users indicated that they encountered inefficient navigation and sorting issues, these 
appeared as signs of a larger concern regarding the platform’s ability to maintain long-term 
user engagement. Users seek a compelling reason to return to the platform regularly, 
highlighting the necessity for a more intuitive user experience, better content 
discoverability, continuous educational insights and updates that keep pace with the 
evolving landscape of AI and user interests, as well as possible incentives for returning users 
and active users.  

Users expressed need for sustained engagement through features 
and updates
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Affinity Clusters



Model 1: Customer Journey Map



Model 2:
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